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I M 1) To answer to the two questions the first step is to calculate the characteristic po-
1-Xx 1 0
lynomial of the matrix A: pp(A\) = |[A —Al| =] 1 -A k| =
0 -1 1-2X
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The three eingenvalues of A are A\ =1, \g3 = 5 = 5

The matrix may be not diagonalizable when it has at least a multiple eingenvalue (with
algebraic multiplicity greater than 1), and this is possible in two cases:

1£+/5 — 4k
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when 5 — 4k = 0 or when =1.

5
- 5 — 4k = 0 implies k:Z;

14++/5 — 4k
- le can be rewrittenas =5 -4k =1=5—-4k=1=k=1.
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Fork:ZwegetA2:A3:§andso A—§~]I =1 =3 71l

0 -1 3

1
it's very easy to see that HA -5 ]IH has rank equal to 2 and thus the dimension of the

eigenspace associated to the eigenvalue \ = 2 is 1, less than the algebraic multiplicity,

and so A is not diagonalizable.

0 1 0
For k=1,weget Ay =Xy =1and |[A—1-TI]|=||1 —1 1||;asbeforeit's easy
0 -1 0

to see that the matrix ||A — 1 - I|| has rank equal to 2 and thus the dimension of the ei-

genspace associated to the eingenvalue A =1 is 1, less than the algebraic multiplicity.

A is not diagonalizable when k£ = 1 and when k£ = g .

For the second question note that:

3 141i4y/3
)\:cosg+isen§:§+i\é_: +2Z\/_
ifb—4dk= —-3=4k=8=k=2.

I M 2) X has coordinates (2, 1, 2) in the basis W if X =2W; +1 W, + 2 Wjy.

, SO A is an eingenvalue of A if and only

So we get:
1 1 3 1 1 1 0
1 0 -1 1
I M 3) 1% Method: every eigenvector belongs to R® and so the matrix A is a 3 x 3
a b c
matrix that can be writtenas A = [|d e f

g h 1



Since X; = (1,1,0) is the eigenvector associated to A\; = 0 we get:

a b c 1 1 0 a+b=0 b= —a
d e f 1| = 1=10||l = d+e=0 = ce= —d
g h i 0 0 0 g+h=0 h= —g
a —a ¢
and the matrix A becomes A = ||d —d f
g —g 1
Since Xy = (1,0, 1) is the eigenvector associated to Ay = 1 we get:
a —a c 1 1 1 at+c=1 c=1—a
d —d fl||-||0]|=1-]|0||=1]|0|| =<d+f=0=< f=—d
g —g 1 1 1 1 g+i=1 1=1—g
a —a 1—a
and the matrix A becomes A= ||d —d —d
g —9 l—yg
Since X3 = (0,1, 1) is the eigenvector associated to A3 = — 1 we get:
a —a 1—a 0 0 0 1—2a=0
d —d —=dl|l-||1||=-1-||1||l=]] -1]|| = —2d = — =
g —g 1—g 1 1 —1 1—-2g= -1
1 _ 1 1
2 2 2
and so the matrix A becomes A = % —% —%
1 -1 0

Q Q.

2"d Method: using the similarity relation between matrices, there exists a non singular

matrix P such that P~'-A-P=D or A=P-D-P! where P = ||X;

Xo

X3,

with X, Xy and Xj linearly independent eigenvectors of A and DD is a diagonal 3 x 3

matrix with elements (A1, Ao, A3) = (0,1, —1).

1 1 0
From P=|{1 0 1| we have:
01 1
e S S O -1 -t
P*—~ﬁ4A@@»T———§ 11 -1 =gl -1
[P Al -1 -1 1 -1
1 1 _ 1
2 2 2
= % —% % . So we get:
_1 1 1
2 2 2
1 1 0] ]oo o i 3 —3
1 1 1
0 1 1 00 -1 _1 1 1
2 2 2
LLof o 0 o b %
=1 0 1 L 1w _n1r 1 1
% % 21 2 2 2
0 1 1| |4 -1 1 1 -1 0

I M 4) From the Sylvester Theorem:
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Dim(Ker(A)) = Dim(R?*) — Dim(Imm(A)) = 3 — Rank(A), so Dim(Ker(A)) is ma-
ximum iff Rank(A) is minimum.

To calculate Rank(A) we reduce the matrix using elementary operations on lines:

1 2 -1 Ry < R, — 2R, 1 2 -1
2 1 0 0o -3 2
= Rs — Rs — Ry = =
1 -1 k R, — Ri+R 0 -3 k+1
-1 m -1 SR 0 m+2 -2
1 2 -1
:><Ff3<—j:fg—ftfg):> 0 -3 2
Ry — Ry + Ry 0 0 k—1
0 m-—1 0
o { 2 ifk=m=1 o
From the last matrix it follows that Rank(A) = . ; so Rank(A) is mi-
3 otherwise
1 2 -1
. . 2 1 0
nimum when £ = m = 1; in such case A = 1 1 1
-1 1 —1
We find the elements of Ker(A) solving the linear omogeneous system:
1 2 -1 0 1 2 -1 0
2 1 0 . 0 0 -3 2 . 0
-1 1 2ol T lo o o [T T o) T
—1 1 -1 I 0 0 0 0 = 0
:1:1+2x2—:c3:0: T3 = Ty + 229 To = — 217
—3$2+2$3:0 —3$2+21‘1+4$2—0 1'3:—3.%1.
T 1
Every element of Ker(A) has the form || — 2z, || = k- || — 2 ||. So a basis for Ker(A)
- 3.CB1 -3

is { -2, —3) }
To ﬁnd a basis for Imm(A), we must remember that every element (y1, 2, y3,vys) of
Imm(A) must satisfy the linear system:

1 2 -1 Y1
2 1 0 1 y
1 IR y2 . Using the augmented matrix we have:
- 3
—1 1 —1f I "
12 -1 |y
2 1 0 | . : .
1 T and using the same elementary operations we get:
-1 1 =1 ] u
12 -1 | Y1 12 -1 | Y1
0 =3 2 | m=2yu|_|0 =3 2 | wm-2n
0 =3 2 | wm—wn 0 0 0 | ys+uyi—u
0 3 =2 | wmtwn 0 0 0 | ma—wpi+up

Every element of Imm(A) must satisfy the system:



ysty1—y2=0 Ll B=n-y

ys—y1 +y2=0 Ys =Yy1 — Yo
For y; = 1 and y, = 0 we have the vector Y; = (1,0, — 1,1); for 5y = Oand yo = 1
we have the vector Yy = (0,1,1, —1);so {Yy,Ys} is a basis for Imm(A).

I M 5) An orthogonal matrix that diagonalizes A is given by:

, S0 it is a vector like (Y1, Y2, Y2 — Y1, Y1 — Yo)-

U=[X; Xy X3 Xyl whereX;, Xy, X3, X, are linear indipendent unit eigenvec-
tors of A.
1—A 0 0 1
0 1—A 1 0
pA(A)_|A_>‘H‘_ 0 1 1=\ 0 -
1 0 0 1—A
1—X 1 0 0 1—X 1
—(1-N] 1 1-Xx 0 |—-|0 1 1-x|l=
0 0 1—A 1 0 0
B 1= 1 1-x 1 |
=LA 1—>\‘_‘ 1 1—)\‘_

S A= A=A =) = (=N =) = (=N —1) = (A2 —2)" =
=N\ — 2)2 = 0. The eigenvalues are Ay = Ao =0 A3 = \; = 2.
The eigenvectors associated to A = 0 are the solutions of the omogeneous system:

1 0 0 1 T 0
o 0 1 1 0 Z9 o 0 $1+I‘4:0
IA=0-TI-X=0=11g 1 1 of ||z ~ |0 :>{:cz+x3:0
1 0 0 1 T4 0
:>{x4:_x1.
T3 = — X2

Every eigenvector associated to A = 0 is an eigenvector like (x1, 29, — x2, — x1).
For x; = 1 and x5 = 0 we have the eigenvector (1,0,0, — 1); for z; = 0and x = 1
we have the eigenvector (0,1, —1,0). So we have the two unit eigenvectors

1 1 1 1
Xi=|—4—,0,0, — — dXo=10,—, ——,0
! (\/5,,7 \/5 . ? <,\/§, \/5’

The eigenvectors associated to A = 2 are the solutions of the omogeneous system:

-1 0 0 1 T 0
- 0 -1 1 0 z2( |0
JA=2-I|| X=0= 0 1 1 0 2l = 1o =
1 0 0 -1 T4 0
—x1+x4=0 Ty = T
—x2+x3=0 T3 =Ty

Every eigenvector associated to A = 2 is an eigenvector like (x1, z9, 22, x1).

For z; = 1and o = 0 we have the eigenvector (1,0,0,1); for z; =0andxs =1
we have the eigenvector (0,1,1,0). So we have the two unit eigenvectors

1 1 1 1
Xg=|—7,0,0,—& dXy=10,—4%,—,0].



1
7 0
0 1
So an orthogonal matrix that diagonalizes A is U = 0 \/51
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