QUANTITATIVE METHODS for ECONOMIC APPLICATIONS
MATHEMATICS for ECONOMIC APPLICATIONS
TASK 31/5/2021

IM 1) Find zif 23 =1—14.

i VB (i) < VA (s )

From z° =1 — i it follows z = \/1 — i and so:

2 2
z:\ﬁ/i(cos (lﬁ—f—]{?—W) —i—isin(lw—i—k—w)),ongZ.

12 3 12 3
Fork=0:2=+/2 coslw—l—isinlw :
T 12 12°)°
— . — 8 15 R &) _ .6 5 .0 .
fork_l.z_\/§<cos127r+zsm127r —\/5 cos47r+zs1n47r ;
o s 23 .. 23
fork:—2.z—\/§<cos127r+zsm127r .
1 3 -1
I M 2) Given the matrix A=1{|2 0 1 and linearmap R® - R3:A-X=1Y, cal-
1 -3 2

culate the dimensions of its Kernel and its Image. Then given the two linearly independent
vectors X; = (2,1,0) and Xy = (1,2,2) determine if Y; =A-X; and Yy = A-X, are
also linearly independent.

To check the dimensions of the Kernel and the Image we need to calculate the rank of the
matrix. By elementary operations on the rows (Rs < Ry —2R;), (R3 < R3 — Ry), and
then (R3 «— R3 — Ry) we get :

1 3 -1 1 3 -1 1 3 -1
2 0 1 — 110 —6 3 — 110 —6 3
1 -3 2 0 —6 3 0 O 0
Since (1) —36 = — 6 # 0= Rank(A) = 2 = Dim(Imm) = 2, Dim(Ker) =3 —-2=1 .
1 3 -1 2 24+3+4+0 5)
1 -3 2 0 2-34+0 -1
1 3 -1 1 1+6-2 5
Yo=A-Xo=||2 O - |2]=|2+0+2| =] 4
1 -3 2 2 1-6+4 -1

So Y1 =A -X; =Yy =A- X, and Y; and Y, are linearly dependent vectors.

20 +3y—z=1

I M 3) Given the linear system ¢ 2x +y+ 2z =2 , determine for which values of the pa-
2+ 5y+kz=m

rameters k£ and m it admits none, only one or infinite solutions.



To check when the linear system admits none, only one or infinite solutions we use the Rou-
cheé-Capelli Theorem and we calculate the rank of the matrix and the rank of the augmented
matrix :

2 3 -1 | 1
(AlY)=1{2 1 2 | 2]||.Byeclementary operations on the rows:
2 5 k | m
(RQ — Ry —R1), (Rg «— Rj —Rl),andthen (Rg — R3+R2)we get .
2 3 —1 | 1 2 3 -1 | 1 2 3 -1 | 1
2 1 2 | 2(=/0 =2 3 | 1 ||=]o0o -2 3 | 1
2 5 k | m 0 2 k+1 | m-1 0 0 k+4 | m

and so we see that:

— if £ # —4 = Rank(A) = 3 = Rank(A|Y) : the system has one and only one solution;

— if k= —4and m = 0 = Rank(A) = 2 = Rank(A|Y) : the system has co! solutions;

— if k= —4and m # 0 = Rank(A) = 2 < Rank(A|Y) = 3: the system has no solutions.

3 21

1 4 4], knowing that it admits the eigenvalue A = 2, de-
1 2 5

termine if it is diagonalizable and if it admits orthogonal eigenvectors.

[ M 4) Given the matrix A =

Let's determine the eigenvalues of the matrix:
3—A 2 1 3—A 2 1

From [A—- Al =| 1 4—Xx 4 |=] 0 2-X A—-1|=0 weget:

1 2 5—A 1 2 5—A
=B-NE2-NE-N)-20-D[+12A-1)-2-X)] =
=(B-AA=9A+12) +(BA —4) = — A* + 12\ —36)A +32 =0.
From A\* — 120\% 436\ —32=0,for A =2 weget 8 —48 +72 - 32 =0.
By Ruffini's rule we get:

So A% — 120 + 36 — 32 = (A — 2)(A\* — 10A + 16) = 0 and

M 10A+16=0= )\ =5+/25—16=5+/9=5+3 = A =2and \ = 8.
So the eigenvalues are A\ = Ay =2, A3 =8 .
To check the diagonalizability of the matrix we must study only the multiple eigenvalue and

1 2 1 9 1
so, for A\ =2 weget: [A—2-T||=1|1 2 4 :>‘2 4‘:67&0.
1 2 3

So Rank (JJA —2-1|]) =2 =m) =3—2=1< 2=mj and the matrix is not diagonaliza-
ble. The dimension of the eigenspace corresponding to A = 2 is equal to 1.
To get the eigenvectors corresponding to A = 2 we must solve the homogeneous system :



12 1] ||z 0 1 2 1] ||z 0
IA—2-I|-X=0=[1 2 4||-|y|=]0o]|=10 o 3| -|y|=]0]|=
1 2 3 z 0 0 0 2 z 0
r+2y+2z=0 _ r= —2y
={3:=0 ;»{thy_O;» Yy = (—2k,k,0), k € R the eigen-
22 =0 N z2=0

vectors corresponding to A = 2.
To get the eigenvectors corresponding to A = 8 we must solve the homogeneous system :

-5 2 1 x 0
JA-8-I|| - X=0=1| 1 —4 4 |-llyll=10| =
2 -3 z 0
0 12 14 x 0 rT+2y—32=0 x+2y—%y:
= |0 6 7 y||=10||=< —6y+7z2=0 = 6 =
1 2 -3 z 0 6y —T72=0 F=7Y
= =7y 46
= Vy = (—?kz,k‘,?k’),kzeR the eigenvectors corresponding to A = 8.
. 4 6 )
For k = 1 we get the two eigenvectors Xy = ( —2,1,0) and Xg = —?,1,? and since
4 6 8 .
Xy - Xg=(—-2,1,0) - —?,1,? :?—kl;é()the two eigenvectors are not orthogonal.

II M 1) Given the equation f(z,y) = @Y —y?e*1 =0, find all the points (1,y) that
satisfy this equation, verify in these points the applicability of the Dini's Theorem to obtain an
implicit function y = y(x), and calculate the first derivative of this function at the points
found.

The function f(z,y) = @ V¥ — 2! = 0 is differentiable V (z,7) € R?.

Substituting (1, y) in the equation we get e ™V — 2l =1 -2 = 0= y = +1.

We have therefore got the two points (1,1) and (1, — 1). From:

Vi(z,y) = (y @Y g2 e (z — 1)eT VY — 9y e 1) we get Vf(1,1)=(0; —2)
and Vf(1, —1) = (—2;2). Since f,(1,£1) # 0 it is possible to define implicit functions

y = y(z) whose first order derivatives are equal to:

dy f,(171) 0 dy f/(la _1) —2

iz £1(1,1) —5 —0and (1) £(1, — 1) 2
Max/min f(z,y) =z (y — 1)

IT M 2) Solve the problem .- {y2+93—1 <0 . It may be useful to study the
S >0

sign of the function.

The objective function of the problem is a continuous function, the constraints define a feasi-
ble region which is a closed and bounded (compact) set, and so we can apply Weierstrass
Theorem. Surely the function admits maximum value and minimum value.

If we study the sign of the function we get:
x>0 x>0 z <0 x <0
f(w,y)—m(y—1)>0:>{y_1>0:>{y>1or{y_1<0 {y<1'



So in the feasible region the objective function is always negative except in the points z = 0
in which it is equal to zero. So all the points z = 0 of the feasible region that belong to the y
axis are maximum points.

N
ol
=
—

To complete the solution of the problem we use the Kuhn-Tucker conditions.
Max/min f(z,y) =z (y — 1)
We write the problem as v+ —-1<0
u.c.:
—z <0
We form the Lagrangian function:
Az, y, \) :xy—x—)\l(y2+:v— 1) =X —x).

By applying the first order conditions we have:

I)case Ay =0, =0 :

N,=y—1=0 x=0
Ay=2=0 y=1 We already know the nature of the points z = 0
y2+$—1§0 = 1+0_1§0 eareay ow € nature o epOlnSl’— .
x>0 0>0

2)case \1 0, =0 :

AN =y—-1-X=0 y=14+X)\ y=14+X\
A, =2 -2\ y=0 N =22\ (1+ \;) =2\ + 2\? N T =2\ + 2)\?
r=1—1> 2A + 202 =1—-1- X2 -2\ 3N +4M\ =0

z>0 z>0 x>0



T = 2\ + 2)2 z=0 T =2My
TYnen ey =0T Y n=0") 1 7 ’
x>0 x>0 1= 73
x>0
4
we already know the nature of the point (0, 1) while (%, — %), since A\ = —3 < 0 may

be a minimum point.

3)case \y =0, #0 :

AN =y—1+X=0 x=0
AI: :O —
y =T {7 0 : we know the nature of the points z = 0.
z=0 )\QZI—y
P +r—1<0 Y +r—-1<0
4)case A\ 0, #0 :
’A;:y—l—)\l—k)\g:() y—l—)\1+)\2:0
A;:x—Q)\lyzo N x—2)\1y:0 N
\I':]_—y2 y2:1
(2=0 z=0 z=0 z=0
y=1 y=1 y= —1 y= —1
Yh-d=0"Yxa=0"yN-d=-2"x=0 "
(A1 =0 A2 =0 A =0 Ay =2
We already know that the points x = (0 are maximum points, with f(0,y) =0 while
] 1\ . .. ) ) 8 1 32
(57 — §> is the minimum point, with f 9 " 3)= "o

I M 3) Given f(z,y) = xy* — 2?, calculate D, f(F,), where v represents the direction from
Py = (1,2) to the origin (0, 0).

(1,2)

()

The function f(x,%y) = xy* — 2 is a differentiable function and so D, f(Py) = Vf(R) - v.
From Vf(z,y) = (y* — 2z,2zy) we get Vf(1,2) = (2,4) and since ||(1,2)|| = V5 we
1 1 2 10

2
get v = (—%, - %> and finally D, f(1,2) = (2,4) - <—%, 7 —%.



IT M 4) Determine the value of x that minimizes the value of the determinant of the matrix
20 —1 2 x—-5

A= 2x 1 z+1
r+1 3 z+2

By elementary operations on the rows: (R; «— Ry — 2Ry), (R3 < R3 — 3R3) we get:
2c—1 2 -5 2c—1—4z 2-2 z-5—-2(x+1)
Al=| 2z 1 z+1|= 2z 1 r+1 =
z+1 3 xz+2 r+1—-6z 3-3 z+2-3(x+1)
—6x—1 0 —x-7
= 2x 1 z41 |=(-6z—-1)(-22—-1)—(—2—-T7)(=bzx+1)=
—-5r+1 0 —-2z-1
=122> + 62+ 2z + 1 — (52® — 2 + 35z — 7) = 72® — 26z + 8 = D(z).
13

26
From D'(z) = 142 — 26 > 0 for z > — = - the value of = that minimizes the value of

14
13

the determinant is z = - -



