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I M 1) Given the complex number z = I, Z , Write the complex number in
1

goniometric form and calculate its cubic roots.
1—i 1—d 1—i 1-2i+4¢  —2
= = . = = = — 4 (remember that i2 = — 1).
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In goniometric form: z = — i = cos 57 +isin Tk For the cubic roots we apply the

classical formula: \ﬁ = \'g/cos %77 + 7 sin g’ﬂ' =

%W—I—?kﬁ tisi %W—I—ka B 7r+2k s 7r+2k
cos 3 isin 3 = cos 513 T 1sin 513 T

k =0,1,2. Thethreeroots are:

k=0— zozcos(g) -I-isin(g) =1,
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I M 2) Given the matrix A = 0 ?1) i’ 8 , calculate its eigenvalues and study if the
0 00 0

matrix A is diagonalizable or not.
At the first step we calculate the characteristic polynomial of matrix A;

8 )\21 —03 8 A-l =30
PA)=NI—Al=| " 5 | g|=A -3 A-1 0)=
0 0 0 A 0 0 A
2>‘_1 -3 __ )2 2 _)\2(\2 _ )2
S P =A((A=1)"=9) = X2\ =21 =8) = X2 (A —4)(A + 2).

Putting P, (\) = 0 wefind the four eigenvalues of matrix A; if A? = 0, we have the first
two eigenvalues A1 2 = 0; if A —4 =0 itfollows A3 = 4 andfinalyif A +2 =0 it
follows Ay = — 2. The eigenvalue zero discloses algebraic multiplicity equal two, thus
matrix A isadiagonaizable oneif and only if the geometric multiplicity of the
eigenvalue zero is two. To calculate such geometric multiplicity, we calculate the rank



0 O 0 O
, 0 -1 =3 0. .
of thematrix0- I — A= — A= 0 -3 —1 0 ; easily we can note that only
0 0 0 0
one two by two minor of the matrix, the : 3 : i’ ‘ = — 8 isdifferent from zero, we

conclude that the geometric multiplicity of the eigenvalue zero is two (the difference
between the order of the matrix A, 4, and the rank of thematrix 0 - T — A, 2). Matrix A
isadigonalizable one.

| M 3) Given the linear application F: R? — R3, with

F(x1, 29, 23) = (21 4+ 22, 21 + T2 + 23, T2 + 3).

Find the matrix associated with the linear application, calculate the dimentions of both,
kernel and immage of F', and find a basis for the image.

If F'(x1,22,23) = (21 + 22, 1 + 2 + 23, 22 + x3), the matrix associated to the linear

1 1 0 1 1 0
applicationisAr= |1 1 1 |.Thedeterminant of matrix Apis|1 1 1|=

0 1 1 0 1 1
1 1 1 1 .
11l o 1 =0—1= —14#0.Matrix Ap hasrank three and we can conclude

that the dimention of the Image of F' is 3, while the dimention of the Kernel is
dim(R3) — dim(Ima(F)) = 3 — 3 = 0. Because the codomain of the linear
application isR?* and dimention of the Image is again 3, easily follows that
Ima(F) = R? and abasis for the Image is the set
Bimary = Brs = {(1,0,0),(0,1,0),(0,0,1)}.

| M 4) Vector V' has coordinates (1, 1, 1) respect the basis B = {(0,0, 1), (0,1,1),(1,1,1)}; find
the coordinates of vector V' respect the basis 5’ = {(1,1,1),(1,1,0),(1,0,0)}. Isthe set
C={(1,1,1),(1,0,1),(0,1,0)} abasisfor the vector space R3?

If vector V' has coordinates (1, 1, 1) respect the basis B and coordinates («, 3, x)
respect thebasis B/, V =1-(0,0,1)+1-(0,1,1)+1-(1,1,1) =

(1,2,3) and at thesametimeV =« - (1,1,1) + - (1,1,0) + x - (1,0,0) =

(a+ B+ x,a+ [,«a). Putting (1,2,3) = (a+ B+ x,a + 3, «) it easily follows
a=3and 3 = x = — 1. For the second part of the exercise, note that

(1,0,1) + (0,1,0) = (1,1,1), thusthe set C is a set of three linear dependent vectors
belonging to R? and easily we conclude that C isn't a basis for the vector space R3.

Il M 1) Given the equation z - e**~* — 22 . "1+ — () satisfied at the point
P(1,0, — 1); verify that with it an implicit function (x,y) — z(z,y) can be defined
and then calculate, for thisimplicit function, the partial derivatives 2, and z; .
Consider the function f: R? — R with f(z,y,2) = - e"t¥2" — 2. ertvtz,
f(P)=1-€e"—1-¢" =0, thepartial derivative of f respect the variable z is
fl=x- eV (= 22) — 2z "YU — 2L et =

- z(2x e (24 z)e”y“) ;onpoint P(1,0, — 1) the partial derivative has

vaue f/(P) =1-(2-¢"+1-¢") = 3 # 0; the proposed equation definesin a
neighbourhood of point P an implicit function (x,y) — z(x,y) . To caculate the
partial derivatives 2, and 2, we must firstly calculate the two partial derivatives f; and

/.
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fo=1-e""7% +x.eV" — 2% ety f=14x)-e"V* — 2% ettt

—22 2 .
;:IE-BIJF'U 7y -6x+y+Z:f(l‘,y,Z),



with f(P) =2-¢e’ —1-€" =1and f(P) = f(P) = 0. Thetwo partial derivatives of

fiP) 1 oy )0
and z,(1,0) = TN —5—0.

function z are z.(1,0) = —

Ji(P) 3
Max/min f(x,y) = x +y

u.c. 4r? +y? < 4

The function f isapolynomial, continuos function, the admissible region is an ellipse
with center (0, 0) and axises of lengths equal to 2 and 4, a bounded and closed set,
therefore f presents absolute maximum and minimum in the admissible region. The
Lagrangian function is

L(z,y,\) =x+y— \4x? + y? — 4) with

VL= (1-8\z,1—2\y, — (42 + 3> — 4)).

1° CASFE (free optimization):

1 M 2) Solve the problem {

(A=0
1=0 . .
S 1=0 . System impossible.
| 42° + 9y < 4
11° CASE (constrained optimization):
(A #£0 >\7501 A#0
Ji-sha=0 _ Jor=s e N
1
1—2)y =0 v=3 2 y =L
= 1 1
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(A#£0 A#0 A#0
1 1 _ 1
T = g5 T = 35 T=E v
g o AN i’\/;two constrained critical points
Y= Y= y=+1/5
5
\16)\2_4 N = A= £4/5

pl(g\/g, gﬁ) : P2<— éﬁ, — g\/g) . Thefirst point presents A > 0, point of

maximum, the second presents A < 0, point of mimimum. We get the maximum

f(%\/g,g\/g) = +/5 and the minimum f<—1\/5, —%\/5) = —/5.

(zy)*
1M 3) Checkif thefunction /(r, ) = § fE ;7é 20 Oi is differentiable at point
| =

(0,0).
f(h,0) — £(0,0) o =0 0
’ . . ) - ) o . h2+402 _ . Z
1:(0,0) = hhlno h N hh—>m0 h hhﬂloh 0
£(0,h) — £(0,0) i =0 0
/ - . ) - ) _ . 02++h? — - ~
1,(0,0) = hhlno h N hlz—mo h hh_%h 0
Function f isdifferentiable at point (0, 0) if
,y) — f(0,0) = (f.(0,0) - + f/(0,0) -
o @D = T0.0 = (10,0 2+ £0,0)y)

(z,y) — (0,0) vVt +y?
(0

0
Y

lim f(x,ZU)—f(O,O)—(fI( ,O)w-l-f;(0,0)-y)
Y

(2,9) — (0,0) NN B




lim  ———=== =
(,y) = (0,0) /22 + 9> (z,y) = (0,00 /22 +y*>  (2,9) = (0,0) \ /22 + 32
writing the limit in polar coordinates, it can be rewritten as:
3

f(@,y) x(;ji)zl Ty ’
4 = lim — = lim —F— |

lim p-cosf-p-sinf — lim ( p? - cosf sm@) B
p—0 \/(p~c039)2—|—(p-sz'n€)2 p =0\ pv/ cos?0 + sin0

lz’m0 p*(cos B - sin#)* = 0. The convergenceis uniformly because
p —

|p3(cos b - sin0)3‘ = pPlcos O - sinb]® < p3(1/2)* = p*/8; put
pP/8 < e pd < Besr p <2

Il M 4) Function f(z,y) = 2* — 4 hasdirectional derivatives D, f(zp,yp) = 0 and

Duwf(xp,yp) = 0, wherev isthe unit vector (l i) and w isthe unit vector
(% — i) . Find the point (zp, yp) and caculate the directional derivative

Dv,wf(xPa yp).
Function f is differentiable for any point (x, y) with gradient V f (z,y) = (2z, — 2y),

D, f(xp,yp) = 2vp, —2yp) - (f f) V2xp —/2yp = (xp —yp)V/2

and

Dy f(xp,yp) = (2zp, — 2yp) - (\/ f) V2 +2yp = (xp +yp) V2.

[N}

2
Putting (zp — yp)\/i =0and (zp + yp)ﬁ = 0iteadslyfollowszp = yp = 0.

V2
Remember that D7), f(xp, yp) = (i l) “Hf(xp,yp) - ( 2 ) and

N

2

2

Hf(zp,yp) = [(2) _02};W999t

DY) fler.yr) = (??)[3 ‘] ( %) _
(7% (e -
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