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: 1 1 .
I M 1) Given the complex number z = 5 1= find the real part and the
7 — 1
imaginary part of z and calculate its cubic roots.
z = : . — ! . = 1_1._(“_.2) = —2'1 = — = — i (remember that
1+i 1—4 (I+4d)(1—3) 1—242 2
i? = —1). Re(z) = 0, Im(z) = — 1. In goniometric form:
. 3 .. 3
z = —Z—cos§7r+zsm§7r.

: . : 3 3
For the cubic roots we apply the classical formula: \3/2 = \3/005 57 +isin o=

cos 3m/2 + 2k +isin Sm/2t 2km) cos( = + gkw +isin( =+ zk’ﬂ'
3 3 B 2 3 2 3
k =0,1,2. Thethreeroots are:

Ek=0— zozcos(g) +isin(g) =1;

7 Y 1 .
k=1— zlzcos(éﬁ> —i—zsm(é?r) = —5(\/5-1—@) = — 2,
b — 9 11 Yisi 11 1 .
== — = — — = —
Z9 = COS 67r 181N 67r 5

I M 2) The matrix A = [2 g] has an eigenvalue \ = 4, where k isapositive

constant. Calculate the value of k£ and find the matrix B that diagonalizes matrix A.
If A = 4 isanegenvaue of matrix A, the determinant of the matrix 4 - T — A is zero.

[4-T—A| = :: :’Z‘ =16 — k%, put 16 — k* = Oweget k? = 16 = k = 4,
because k is apositive constant. To find matrix B that diagonalizes matrix A, we must
start with the calculus of the second eigenvalue of the matrix A, for our goal we

calculate the characteristic polynomial of matrix A;
Py(\) = |\ — A| = ‘ A-8 —d ‘ = (A —8)? — 16. Putting P4 ()\) = 0 we have

-4 X-8
A—82=16=A=8+4; )\ =4and ), = 12.

Alternative Method: remember that the sum of all eigevalues of a matrix is equal to the
matrix's trace, the sum of the elementsin the principal diagonal of the matrix; thus for
matrix A, \; + Ao = 8 + 8, by \; = 4 trividly follows A\, = 12

Now we calculate the eigenvectors connected with any eigenvalue of matrix A:

1. for A\; = 4 an eigenvector connected with \; isavector (z, y) such that

(411—A)-(g;,y):(0,0)<:>[:;l :ﬂ : (;’j) = <8) &



—4dr — 4y
, —x), for instance (1, — 1);
for Ay = 12 an eigenvector connected with )\, isavector (z,y) such that

(121 = &) - (2,1) = (0,0) & [ v _44} - (”’;) - (8) o

4o — 4y (0 e . . .
( _4x+4y) = (O) =z — y = 0; any eigenvector connected with )\, isavector

(z,x), forinstance (1, 1).

MatrixIBthatdiagonaliz&ematrixAisIB%:{ 1 1].

( — 4z — 4y) _ (8) = z + y = 0; any eigenvector connected with \; isavector
(x
2.

-1 1
To check the result, we calculate the product B! - A - B.

-1
11 8 41 [ 1 1
1A B = . . _
R i Ut I N Y B
i1 1) [4 12] 11 —1] [ 4 12]
20 -1 1] | -4 12] ~2(1 1 | | -4 12|

118 0 4 0 . .
5[0 24] = [0 12} , adiagonal matrix.

| M 3) Given the linear function F: R? — R*, we know that for function F:

1. F(1,0,0) = (0,0,0,0);

2. F(1,1,0) = (1,0,0,0);

3. F(1,1,1) = (1,1,0,0).
Calculate the dimention of the kernel and the dimention of theimage of F' and find a
basis for both, kernel and image.
By 2. and 3. linear indipendent vectors (1,0,0,0) and (1, 1,0, 0) belong to the image of
function F, thus the dimention of the image is greater or equa 2; at the same time by 1.
vector (1,0, 0) belongs to the kernel of function F, thus the dimention of the kernel is
greater or equal then 1, but by the dimention Theorem,
dim(Ima(F)) + dim(Ker(F)) = dim(R?) = 3, thusdim(Ima(F)) = 2 and
dim(Ker(F)) = 1.
For the basis of both sets, by the linear independency of vectors (1, 0,0, 0) and
(1,1,0,0) we have: Bpory = {(1,0,0,0), (1,1,0,0)} and Bye,r) = {(1,0,0)}.
Alternative Solution: by 1., 2. and 3. we can calculate the matrix A associated at

4x3
a B X
function I, Ay = 0 F €
nov ot
K W v
Q X o} 0
From 1. F(1,0,0) = | ° ¢ ) b1 _ 10
n L n 0
K v K 0

—— T2 TM®
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T Mo—
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0 8 x 1 B 1
From2. F(1,1,0) = 01 e =17 | = 0 =
0 ~ 0 ol 0
0 pu v I 0
0 1 x|
0 0
0 0 v|
0 1 x 1+x 1
0 0 € I € 1
From3. F(1,1,1) = 00 . 1 = , =lol=
0 0 v v 0
01 0
) 10 0 1
e=lady=1=v=0;Ap = 00 0
0 0 O

Trivially we can notice that matrix A r shows rank equal 2, thus the dimention of the
image of function F' is 2 and the dimention of the kernel is

dim(Ker(F)) = dim(R3) — dim(Ima(F)) =3 -2 = 1.

For the basis of the image, by the linear independency of the second and the third
columns of matrix A, we can take for the basis of image the set:

Brmary = {(1,0,0,0), (0,1,0,0)}. For the kernel we know that avector (z,y, z)
belongsin the kernel of function £ if and only if F'(z,y, z) = (0,0,0,0), but

01 0 ) y 0
0 0 1 z 0 ,
F(z,y,z) = 00 0 vl=1ol=10 = y = z = 0. Thus ageneric
0 0 O 0 0
vector that belongs in the kernel isavector (z,0,0) = x(1,0,0), and abasis for the

kernel isthe set By,,.r) = {(1,0,0)}.

a 2 3

| M 4) The matrix A = [O « 2} has determinant equal 8, where o is a positive constant.
0 0 «

Calculate the value of o and find matrix A~!, the inverse matrix of matrix A.

Matrix A isan up-triangular matrix, following that the determinat of A is the product of

its elements in the principal diagona: |A| = o?, put o® = 8 we get a = 2;

2 2 3

0 2 2] . Remember that the inverse matrix of A isthe matrix

0 0 2

- |K{|<Adj(A)F , where Ad;j(A) isthe adjoin matrix of A.
[ 1T

A:

A_l

0 2
00 -
2 2 |4 00
1o oll =5| -4 4 of =
4 4
2
0

2
2

0
0
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0
1 2 3
-1 _ .
vyl =10 3
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TR 1/2 —1/2 —1/4
“lo0 4 -4l =0 1/2 —1/2].
810 0o 4 o 0 1/2

To check the result, we calculate the product A~! - A.

1/2 —1/2 —1/47 [2 2 3
AL A= [ 0 1/2 1/2} : [0 2
0 2

2
0 0 1/2 0

o = O
—_ o O

1
0
0

] , an identity

{

Max/min f(x,y) = 4z + 4y

uc. 22 +y> <4 '

The function f is an affine continuos function, the admissible region isacircle with
center (0, 0) and radius equa 2, abounded and closed set, therefore f presents absolute
maximum and minimum in the admissible region. The Lagrangian function is
L(z,y,\) = 4z + 4y — A\(z? + y? — 4) with

VL= (4—-2)\x,4—2)\y, — (22 +y>—4)).

1° CASFE (free optimization):

matrix.

1 M 1) Solve the problem {

(A =0
4=0 . .
<4:0 . System impossible.
|22 4+y? <4
11° CASE (constrained optimization):
(A£0 A#0 A#0 A#0 A#0
— 2 _ 2 2
4—2 =0 T =3 r=73 r =2 z=++/2
= 5 = 5 = 5 = :
42—2)\2y:0 y—2; ) y=x y=3 yz:l:ﬁ
=t @rer=e (p=1 ez e

two constrained critical points P; (\/5, \/5) , Pg( — \/5, — \/5) . Thefirst point
presents A > 0, point of maximum, the second presents A < 0, point of mimimum. We
get the maximum f(\/§, \/5) = 8\/5 and the minimum

P~V ~VE) = —sve.

Alternative Solution: The function f is an affine continuos function, the admissible
region isacircle with center (0, 0) and radius equal 2, abounded and closed set, this
implies that the point of maximum and the point of minimum must be found on the
border of the admissible region. We write the Lagrangian function of the problem as
L(z,y,\) =4z + 4y — A\(z? + y? — 4) with

VL= (4—-2)\x,4—2)\y, — (22 +y> —4)).

FOcC:

4 -2z =0 x:% =§ x:i\/i
4-2y=0 = {y=3 = y=2 ={y=£+/2;two
e N e & O R
constraint critical points P, » = (i \/5, + 2) .

SOcC:

H=|-2z —-2x 0 |,with|H|=|-2z —-2x 0 |=

0 — 2z —2y} B 0 -2z -2

—2y 0 —2) —2y 0 —2)



oy | O -2z | —2x —2y|_ 9 5 9 9
2\ ‘—Qx _on| T % ‘_2)\ 0 ‘—8)@ + 8A\y” = 8A(x” + y°).
H(P)| = 324/2 > 0, P, point of maximum with f(P;) = 8+/2,

W(PQ)\ = —32y/2 < 0, P, point of minimum with f(P,) = — 8+/2.

Il M 2) Giventheequation (z® +y° + 2%) — (2° +¢° + 2°) = 0 satisfied at the point
P(1,1, — 1); verify that with it an implicit function (x,y) — z(z,y) can be defined
and then calculate, for thisimplicit function, the partial derivatives 2, and z; .
Consider the function f: R® — R with f(z,y, z) = (2% +y® + 28) — (26 + ¢ + 26).
f(P)=3-3=0and f isdifferentiable at any point (x, y, z), the partia derivative of
f respect thevariable z is f/ = 82" — 627 ; a point P(1,1, — 1) the partial derivative
hasvalue f/(P) = — 8+ 6 = — 2 # 0; the proposed eguation definesin a
neighbourhood of point P an implicit function (z,y) — z(z,y) . To caculate the
partial derivatives 2, and z, we must firstly calculate the two partial derivatives f; and
[ fn=8z"—62"; f; =8y’ —6y°; with f,(P) = f,(P) = 2. Thetwo partial
hp) , fy(P)
pepy =9 ALY =)

II M 3) Given thefunction f(x,y) = cos(z + y), calculate the second order directional

ﬁﬁ)

derivative Dﬁ)b £(0,0); where v is the unit vector (7, 53

(4-4)

derivatives of function z are 2. (1,1) =

and w isthe unit vector

2 2
Function f isdifferentiable at any point (x, y) with gradient vector
Vi(z,y) = (—sen(z+y), — sen(z + y)) and hessian matrix

Hen = [ Do i) Dot 0= 2] 1]

2
D2, £(0,0) = (f f) Hf(0,0) - ( ﬁ) =

2

(£2) [ 20 (0F) - (£9) (v -

Il M 4) Calculate the partial derivatives of function f(z,y, z, w T _ 3wl

) =
fh ="t [y =2e"% fl= -3 fl = — 92w



