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| M 1) Given the complex number z = — 8 — 8\/§i , calculate \/Z

We start with the calculus of p,, themodulusof z: p, = 1/(—8)" + (— 8\/5) =

/64 + 192 = /256 = 16; for the argument of z we note that = belongsto the third
guarter of the complex plane, and we calculate its by the inverse tangent function:

—8\/3

0, =7+ tan”!

47 .
=7+ tan~ 1(\/5) :7r+g: g;ltfollows

z=16 <cos( > + zsm( >> For the roots we apply the classical formula:
4 2 4 2
Vz=z = ( <7T/3+ lm)—i—isin(m))k:&l,zi&

4
( )—i—zsm(g-l-k‘g)) k=0,1,2,3.
The four roots are:
1 1
k:0—>zoz2(cosf+ismf):2 —+—\/§z' — 1+ /30
3 3 2
k=1— zl—2<cos——|—zsin5§>:2(— 3—{——@) f+z
4
k=2— 22:2<cos—+ism§>:2(—
2

11 11 1 1
k=3— 23—2<cos—7r—|—zsin—7r> = (—\/g——i) :\/g—i.

6 2 2
1 2 —1
I M 2) Giventhematrix A= [2 0 k | .Caculate the value of k such that
4 —4 5

matrix A has determinant equal 0, and then study if the matrix A is diagonalizable or
not.

L2 -1 2 -1 1 2
The determinant of matrix A is| 2 0 kE | = —2‘ ‘—k" ‘—
—4 5 4 —4
4 —4 5
—2(10—4) —k(—4—-8)= — 12+ 12k, put — 12+ 12k = 0 easily wefindk = 1,

2 -1

A= 0 1 ] . To study the diagonalizability of A we start with the calculus

I O

-4 5




of the characteristic polynomial of the matrix;
A—1 =2 1

PAAN)=M—-Al=| -2 X —1]|=
—4 4 X=5
A —1 -2 -1 -2 A
()‘_1)‘4 )\—5‘+2‘—4 )\—5‘ ‘—4 4‘:
A=DAA=5)4+4)+2(—2A—5) —4) =8+ 4\ =
A=1)A2=5X+4)+2(—2\+6) — 8+ 4\ =

A= BN+ AN = A2 45N —4 —AA+ 12 -8+ 4A =X —6A2 + 9\ =

AAZ =6 +9) = A(A — 3)% Putting P5(\) = 0 wefind the three eigenval ues of
matrix A: A\; = 0, Ay 3 = 3, the eigenvalue 3 has agebraic multiplicity equal two. To
verify if the matrix is diagonalizable, we must find the geometric multiplicity of
eigenvalue 3, for our goal we calculate the rank of matrix

2 —2 1
- A= [ -2 3 1},it'seasynotethatfrommatriwaecandefinea
-4 4 -2

principal minor of order 2, [ 2 B 2} with determinant different from 0 and matrix

-2 3

3I — A hasthethird raw equal to the opposite of the double of the first raw, thus
Rank(A) = 2 and the geometric multiplicity of eigenvalue 3 is one. The matrix isn't
diagonalizable.

| M 3) Given alinear map F: R* — R3, with F(X) = A- X and

1 1 1 1

A=|1 1 1 k } . Determine the values of the parameters k£ and m such that the
1 1 1 m

dimension of the Kernel is maximum, and then find a basis for the Kernel and a basis
for the Image of such linear map.

From the Rank-Nullity Theorem dim(Ima(F)) + dim(Ker(F)) = dim(R*) = 4, s0
the dimension of the Kernel is maximum if and only if the dimension of the Image is
smallest, and the dimension of the Image is equal to the rank of the associated matrix

1 1 1 1
A= [ 1 1 1 k } . Wereduce A by elementary operations on itslines:
1 1 1 m

1 1 1 1 1 1 1 1
1 11 &k gj - gj :112 0 0 0 k-1 |,fromthereduced matrix wefind
1 1 1 m 0 0 0 m-—1
1 ifk=m=1 . : _— :
that Rank(A) = : and so the dimension of the Kernel is biggest if
2 otherwise

k=m = 1.
To find abasis for the kernel we know that avector (z, y, z, w) belongsto the kernel of
linear map F' if and only if F'(x,y, z,w) = (0,0,0), but

1111 ! T+y+z+w 0
1111 > T+y+z+w 0

w= —x —y — z. Thusageneric vector that belongs to the kernel is avector
(x,y,2, —x—y—2)=x(1,0,0, — 1)+ y(0,1,0, — 1) + 2(0,0,1, — 1), and abasis
for the kernel isthe set By, (r) = {(1,0,0, —1),(0,1,0, —1),(0,0,1, —1)}. While



for the basis of the image of F', we have that a generic element of theimageis
(b,0,b) = b(1,1,1), and abasis for theimage is the set By,,,r) = {(1,1,1)}.

1 0 =z 1/3 0 2/3
| M 4) Matrix A= |0 y 0| hasinverse matrix A~! = 0 1 0 [.Find
2 0 1 ~1/3 0 1/3

the values of the three parameters z, y and z.
Remember that if A~! istheinverse matrix of matrix A; A - A1 =A"1.- A=1; =

(1 0 0 1/3 0 2/3
0 0 |.Wecalculate the product A - A~1; =
0 1 —1/3 0 1/3

(

n O =

0 =z
y 0
0 1

1
0

,_.
H

11—z 24+x 11—z 24+x
50 5 50 5

0 0 and | O 0 =
1 _

3 3

z2=21

—_
o

2z4+1
3

™0

2241
3

o

that thethree parametersarexz = —2andy =z =1; A =

1/3 0
the result we calculate the product A~! - A = [ 0 1
0

~1/3
1 0 0

0 1 0f.

0 0 1

M

Il M 1) The equation f(z,y) = 2* —y® = 0 defines at point P(—1 —%) an

CO

1 1
implicity function y = y(z) . Caculate y'(— §) and y"( — §) .
1\° 1\* 11 _
f(P) = <—§) - <—§) = —2—7+2—7=0, f;:?)x? and ;: — 3y%, with
1 1 .
fi(P) = 3 and f,(P) = — 3" Since f,(P) # 0, the equation
f(z,y) = 2* — y* = 0 definesafunction y = y(x) with

!/
y’( - 1) = — fﬂf(P) = 1. For the second order derivative we have
3 5 (P)
2
y,,(_1> _ fL@e+2-£,(P) -y (= 3) + 1,2 - (W(=35)
fy(P)

3(fl.(P)+2-fI,(P)+ f],(P)) because y’(— %) =1 and f)(P) = —%.The

vy

second order partial derivativesare: f;, = 6z, f;/, = 0and f;/, = — 6y with
1
ro(P)= —2and f] (P)=2; y"(— 5) =3(—-2+2:-04+2) =0.
Max/mln flx,y) = 2* — 2y
uc:z?+y% <4
The function f isapolynomial, continuos function, the admissible region isadisk with
center (0, 0) and radius 2, abounded and closed set, therefore f presents absol ute

1 M 2) Solve the problem {



maximum and minimum in the admissible region, constraint is qualified on any point in
the circumference x? + 3? = 4. The Lagrangian function is

L(z,y,\) = 2% —29y? — Ma? + y* — 4) with

VL = (2x — 2 \x, — 4y — 2\y, — (2® + y? — 4)).

1° CASFE (free optimization):

(A=0 A=0

20 =0 z=0 L . - 12 0

X 4y =0 = Y =0 ,pomt(O,O)lsadmlssble,Hf—[O _4],
\x2+y2§4 0°+02<4

Hs = — 8 < 0.(0,0) isasaddle point.
11° CASFE (constrained optimization):

(A #0 A#£0
20 — 2 x =0 20(1-A)=0 ., B B
\ —dy—2y=0" _%@+A%:Wﬁx—Qy—i2awA_—z

otherwiseif y = 0,z = 2 and A\ = 1. Four critical points P, » = (0, =+ 2), both
candidate for minimum (A < 0), and P; 4, = ( £ 2, 0), both candidate for maximum
(A>0). f(Pi12) = =8, f(P34) =4, f presents absolute maximum equal 4 on points
(£ 2,0) and absolute minimum egqual — 8 on points (0, + 2).
I1' M 3) Find the nature of the unique critical point of the function
flz,y) =2 —y* —xy”.
Vf= (2x—y2, —2y—2my) .
FOC:

2z — 1y =0 21 = y?
{—2y—%w:0:>{—2M1+x%=O
then y?> = — 2, impossible. One critica point O = (0, 0).
SocC:

;if y = 0thenz = 0, otherwiseif z = — 1

o 2 — 2y . _ 2 — 2y I
Hf_[—2y _2_2x],WIth|Hf|—‘_2y 9 _o9.|T 4—4x —4y* =
—4(1+ x4+ y?); [Hf(O)| = —4 <0, O isasaddle point for function f(x, y).

[I M 4) Given thefunction f(z,y) = xzye® ¥ andtheunit vector v = (sin a, cos a);

knowing that at point (1, 1) the directional derivative D, f(1,1) = 2, find the value of «
and compute the second order directional derivative 17533 f(1,1).

Vi(z,y) = (ye'V + aye”™, we"™ —xye™) = (y(1 4+ z)e" ™, 2(1 —y)e"™),
VL) =@0-(14+1)-e"1-(1-1)-€% = (2,0);

D,f(1,1) =V f(1,1)-v=1(2,0) - (sina,cos a) =2sina. Put2sin a = 2 we get

sina=land a=—~,v= (sinz,cosz) = (1,0).
2 2 2

" 1
Do) = HiGe) -0 = )+ | 1t ] (§) = £t it

Y,z Y,y
DAf(1,1) = +»(1,1); now we calcul ate the second pure partial derivative respect z:

1=y +y(l 4 2)e" Y = y(2 + )et Y,
DA, 1) = 7, (1,1) =1-(2+1) - ¢ = 3.




