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| M 1) Find all the complex numbers such that z* — 4iz = 0.
2% —diz = 2(2* — 44), put 2(2* — 4i) = 0 wefind thefirst solution z; = 0, for the
second and the third solution put z* — 4i = 0 wehave 2> = 4i and z3 = =+ Vi =

iQ\/%: i2\/cos(g) —|—is7jn(7—2r> = i2(cos(£) —I—zsm(g)) =
12<§+i§) = +V2(1+14).

2 2 -1 -1
I M 2) Giventhelinear system A - X =Y, with A = [0 2 0 — 1}findallthe
2 4 -1 =2

vectors Y for which the system has solutions.

2 2 -1 -1 | u
The complete matrix of thesystemis[A|Y]= |0 2 0 -1 | wyf;we
[2 4 -1 =2 ] yJ
reduce the matrix by elementary operations on the raws:

2 2 -1 -1 | y 2 2 -1 —1 | n

0 2 0 -1 | w|R—-RrR-R|[0 2 0 -1 | Yo

L 4 -1 =2 | us [0 2 0 -1 | y3—y1]
2 2 -1 —1 | I

Ry—Ry—Ry |0 2 0 -1 | Y2 }Bythelastmatrixeasilyweknow
00 0 0 | wm—y1—w

that the incomplete matrix of the system has rank equal two and by the Roche-Capelli
Theorem the system has solution if and only if the complete matrix of the system has
rank equal two; matrix [A|Y] presentsrank equal two if and only if y5 — y; — y2 = 0.
The vectors Y for which the system has solutions are al the vectors of the form

Y = (y1,92, 41 + ¥2).

| M 3) Vector V' € R? has coordinates (1, — 2) respect the basis B = {(1, 1), (0,2)}.
Find the coordinates of vector V' respect the new basis B’ = {(1,2),(0,1)}.

If vector V' has coordinates (1, — 2) respect the basis 15,

V=1(1,1) — 2(0,2) = (1, — 3); if (a, B) arethe coordinates of V' respect the basis
B,V =a«a(1,2)+ 5(0,1) = (o, 2ac + §). Put (o, 2ac + §) = (1, — 3) wegeta =1
and 3 = — 5.

Alternative solution: if (1, — 2) are the coordinates of vector V' respect the basis B and

(«, B) are those respect the basis 5/, [} (2)] . ( _12> = B (1)] : (g) equivalent



-0 (=D () -[% 2 ()
(%)

| M 4) Given the matrix A =

to [1 0} . (a> = ( 1 ),andfromtheinversematrix

- 3 g] . Calculate the eigenvalues of the matrix A2. Is

A? adiagonalizable matrix?
-2 2 -2 2 0 2 o .

2 _ . =
A = { o 3] { 2 3 { .y 5].Thecharacterlstlc polynomial of the
matrix A2 isPy2(\) = A\ — A?| = ‘ ;‘ /\__25 =AA—5)+4=XA -5 +4=
(A —1)(A —4). Put Py»(\) = 0 wefind the two eigenvalues of matrix A% \; = 1,
o = 4, thetwo eigenvalues are different, so the matrix A? is diagonalizable.
Alternative solution: the characteristic polynomia of the matrix A is

PA(A):\)\]I—A]:‘)‘+2 -2 ‘:(/\-1—2)()\—3)4-4:)\2—)\—2:

2 A—3
(A +1)(A —2). Put Py(\) = 0 wefind the two eigenvalues of matrix A: A\ = — 1,
o = 2 and remembering that if )\ isan eigenvalue of matrix A, then \? is an eigenvalue
of matrix A2, we conclude that 1 and 4 are the two eigenvalues of matrix A? and the two
eigenvalues are different, so the matrix A? is diagonalizable.
Il M 1) The equation f(z,y) = e* 2 + cos(z +y) = 0 definesat point P(27, ) an
implicity function y = y(x) . Calculate the Taylor's polynomial of second order for
function y(z) centered on point xy = 2.
f(P) =€ tcos(2r+m) =e’+cos(3m)=1—-1=0,
fr=e¢"% —sen(x+y) and f, = —2e" % — sen(z +y), with f.(P) =1 and
fi(P)= —2.Since f}(P) # 0, theequation f(z,y) = "> + cos(z +y) =0
/

— f",’(P) = 1 . For the second order

() 2

Y

definesafunction y = y(x) with y'(27) =

derivative we have

poo o FL(PY2- fL(P) -y 2m) + £y, (P) - (Y (2m)°
y'(2m) = — 7 =

re(P)+ £, (P) + 1 £, (P)

2
order partial derivativesare: f;, = "% — cos(x +y), fl, = — 2" — cos(x +y)
— r—2 i _ _ K-
and f,, = 4e"™* — cos(z + y) with ' (P) =2, f;/ ,(P) = —1and f (P) = 5;
; 2—-1+1:5 9 , _ :
y'(2m) = — 5  —3 The Taylor's polynomial of second order for function

. . 1 1 9
y(x) centered on point zy = 27 is Py(x) = 7 + Sz = 2m) + 5 - o (v — om)? =

1—693-1— 1 LE‘+Z7T.

because 3 (27) = % and f,(P) = —2.Thesecond

Max/min f(x,y) = = — zy
I1' M 2) Solve the optimization problem uc. y? =2y —x <0
S lz—y<0



The function f isapolynomial, continuos function, the admissible region, in red in the
figure below, is abounded and closed set, therefore f presents absol ute maximum and
minimum in the admissible region, constraints are qualified on any point in the border

of the admissible region. The Lagrangian functionis

L(@,y, A p) =2 — 2y — Ay® — 2y — z) — p(z — y) with

VE=(1-y+X—p, —z=22y+2\+pu, — (y¥° -2y — ), — (. —y)).

1° CASE (free optimization):

A=p=0 A=p=0
1—-y=0 y=1
—xz=0 =< z=0 ; point P;(0, 1) isinside the admissible region,
y2—2y—:c§0 1-2-0<0
r—y <0 0—-1<0
the hessian matrix of function f isHf = { Y _01],712 — —1<0. P isasadde
point.
11° CASE (constrained optimization - first constraint active):
(AN #0,0=0 A#0,u=0 ANZ£0, =0
1—y+A=0 =1+2A y=1+\
{ —2 =22y +220=0 = 2= —2)\? ={z= -2\ =
Yy’ —2y—x=0 1+ X2 =21+ X)) +2X2=0 3A2 =1
-y <0 z—1y <0 r—y<0
(A£0 =0 [(AAO0u=0
y=1+2A y=1%3V3
{z=-2X == —% ; both points are admissible, point
A= £1/3 A= £1/3

(2 -y =<0 [ —2-1F3v/3<0

2 1 1 . . . :
PQ( 3 1+ §\/§) has A = + g\/g > 0, P, isacandidate for maximum, while

. 2 1 1 . . -
point P3<—§,1— §‘/§> has A = —3 3 < 0, P3 isacandidate for minimum.

111° CASE (constrained optimization - second constraint active):



(A=0,u#0 A=0,pu#0 A=0,p#0
l-y—p=0 y=1-pn y=1-pn
| “rtp= = T=p =L T=pu =
y? -2y —x <0 y? —2y—x<0 y? =2y —x <0
(T -y = p—l4p= 2p =1
()\:O,,U,#O (AZO,[L#O
_ 1 1
_ 1 VT 11
{e=3 = z=3 ; point P4<—,—> isadmissible and has
12 1 1<0 _§<0 22
(i) T LT 2= 41—
(=3 (=2

= 3 > 0, P, isacandidate for maximum.

I1I1I° C'ASE (constrained optimization - both constraints active):

(AN#£0,u#0 AN£0,10#0
l—y+A—p=0 l—y+A—pu=0

 — 2 =22 Yy+22+pu=0=¢ —y—22y+22+p=0 =
v —2y—x=0 Yy’ —2y—y=0
(z—y=0 Y=

(A#£0,0#£0

l—y+A—=—p=0 1 9

 —y—=2\y+2A+pu=0;ify=0,2=0, A= — - and u= —, point P5(0,0)
_ 3 3

y(y—3) =0

y==x
\
isadmissible but isn't amaximum and isn't a minimum because A and ;. have opposite
. . 5) 11 . . .. .
sgn;ify=3,x =3, A= — 3 and p= — 5 point P;(3,3) isadmissibleandisa

candidate for minimum (A and . both negative).
Now we study the function f along the border:

Lify? —2y—2=0, f(z,y) = f(¥* = 2y,y) =v* — 2y — (y* — 2y)y =
—y +3y* =2y =g(y), ¢ (y) = — 3y*+ 6y — 2, ¢'(y) > 0if and only if

. . 1 1
3y? — 6y +2 < 0, that istrueif 1 — 5\/§ <y<l+ §\/§’ along the upper border
. . . 1 . .
function f isdecresingfrom 0 <y <1 — 5\/5’ increasing from

1 1 1
1— §\/§§ y<1l+4 g\/gandagaindecree&'ngfrom 1+ 5\/§§y <3;
2.ity—xz =0, fz,y) = f(y,y) =y —y*>=h(y), h'(y) =1 -2y, h'(y) > 0if and
. . . . 1
only if y < 2 along the lower border function f isincresing from 0 < y < 3
increasing from % <y <3.
The behavior of function f aong the border is depicted in the graphic in the next page.



P6

q

f(P) = —§+§(1+%\/§>zg\/g,f(P4)=%—%é—i;fdisclose

absolute maximum in point P,, P, ispoint of local maximum.

2 2 1 2 :
f(Ps) = — §+§(1— g\/§> = — 5\/5, f(Ps) =3—-3-3= —6; f disclose
absolute minimum in point Py, P3 ispoint of local minimum.

[I M 3) Given thefunction f(z,y) = |ry| — xy . Study if the function f is
differentiable at point O(0, 0).
Function f isdifferentiable at point O(0, 0) if exist real numbers a and b such that

f(z,y) — f(0,0) — (az + by)

lim
(z,y) — (0,0) V4 y?

. |pcos@-psinf| —pcos-psind — (apcos@+ bpsinb)

= 0. Using polar coordinates we have

lzmo =
p \/(p cos0)® + (p sin6)?

lim p? (|cos O - sinb| — cos 0 - sinb) — p(acos O +bsint)
p—0 B

p
limop(|0050 - sin | — cos B - sin @) — (acos @+ bsin ). From thelast limit we can
p—

observe that a necessary condition such that the limitiszeroisa = b = 0 and so our
limit can be written as: limop(|cos 0 - sinf| —cos - sin®) = 0. To conclude the
p—

exercise we can prove that the convergence is uniformly respect 6; for this goal note that
|p(Jcos 8 - sin 6| — cos B - sinf)| =

1, . 1 . N
p‘§|szn 20| — 5 5in 29‘ < plsin260| < p, convergence s uniformly.
Il M 4) Given thetwo functions, g: R — R?, with g(t) = (at, bt) and f: R? — R?, with
f(z,y) = (x + y,x — y), and consider the composite function i (t) = f(g(t)). Find the

values of the parameters a and b knowing that 2'(1) = (1, 1), and calcul ate the equation
of tangent line at the graphic of h at point ¢ty = — 1.

! _ ) |1 1 ey _ a+b\, a+b\ (1
v =asem- =y L] (0) = (05 ) (0F)) = (3
wefind e = 1 and b = 0. The equation of tangent line, in parametric form, at the

graphicof h atpointty = — lisr(t)=h(—1)+h'(—=1)-(t+1);
(=1 =flg(-1)=f(-1,0=(-1,-1),



W(=1)=Jf(g(-1)-¢(-1)= “ _11] : (é) = (1) and follow
T(t) :(_17 _1)+(171) (t+1) = (tat)

Alternative solution: h(t) = f(g(t)) = f(at,bt) = (at + bt, at — bt),

R(t) =(a+0b,a—"0);put(a+b,a—>b)=(1,1)wegeta =1andb = 0, the
remaining follows as above.



